
Journal of Computational Physics 229 (2010) 4934–4951
Contents lists available at ScienceDirect

Journal of Computational Physics

journal homepage: www.elsevier .com/locate / jcp
A hybrid finite/boundary element method for periodic structures
on non-periodic meshes using an interior penalty formulation
for Maxwell’s equations

Seung-Cheol Lee a, Vineet Rawat b, Jin-Fa Lee c,*

a Ansoft Corporation, Pittsburgh, United States
b SLAC, Stanford University, United States
c ElectroScience Laboratory, ECE Department, The Ohio State University, United States

a r t i c l e i n f o a b s t r a c t
Article history:
Received 4 December 2009
Received in revised form 22 February 2010
Accepted 14 March 2010
Available online 21 March 2010

Keywords:
Periodic structure
Interior penalty
Finite elements
Boundary elements
0021-9991/$ - see front matter � 2010 Elsevier Inc
doi:10.1016/j.jcp.2010.03.014

* Corresponding author. Tel.: +1 614 292 7270; fa
E-mail addresses: lee.1802@osu.edu (S.-C. Lee), v
This paper presents a hybrid finite element/boundary element (FEBE) method for periodic
structures. Periodic structures have been efficiently analyzed by solving for a single unit
cell utilizing Floquet’s theorem. However, most of the previous works require periodic
meshes to properly impose the boundary conditions on the outer surfaces of the unit cell.
To alleviate this restriction, the interior penalty method is adopted and implemented in
this work. Also, the proper treatment of the boundary element part is addressed to account
for the non-conformity of the boundary element mesh. Another ingredient of this work is
the use of the efficient boundary element computation, accelerated by the Ewald transfor-
mation for the calculation of the periodic Green’s function. Finally, the method is validated
through examples which are discretized without the constraint of a periodic mesh.

� 2010 Elsevier Inc. All rights reserved.
1. Introduction

Recent interest in analyzing and designing large finite antenna arrays [1,2], frequency selective surfaces (FSS) [3], and
metamaterials [4,5] speak volumes to the need for a robust and efficient numerical method for arbitrary and inhomogeneous
periodic structures in 3D. The development of numerical methods for analyzing arbitrary 3-dimensional periodic structures
is nothing new. Much existing literature has thoroughly addressed this issue [6–12], including the hybridization of finite and
boundary element methods using the Ewald transform to quickly compute the periodic Green’s function [9]. However, most
of the work on modeling periodic structures relies on the availability of periodic meshes. Although this constraint may not
seem to be a great burden in many problem geometries, the relief of such a constraint still contributes greatly to the flex-
ibility of applying computer codes to periodic structures. This attribute has been the focus of a few recent publications on
using non-periodic meshes for analyzing periodic structures [11,12].

However, a hybridization of finite element and boundary element methods on non-periodic meshes has not yet been
available, and that leads us to propose a possible solution to accomplish a successful hybridization without mesh constraints.
To account for non-periodic meshes, the interior penalty approach [13–17] is utilized in this work to enforce proper periodic
boundary conditions across non-matching grids.

The early efforts to support non-conforming finite elements using the interior penalty method can be found in [13–15].
These works were for elliptic and parabolic equations, but recent study of the interior penalty method for Maxwell’s
. All rights reserved.
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equations [16,17] reveals the applicability of the method to Maxwell’s regime. The common approach is to weakly enforce
the Dirichlet condition at each element level, but in the present work, we enforce the weak continuity only where the non-
matching grid occurs. More precisely, the boundary conditions at the side walls of the unit cell are treated through the inte-
rior penalty approach. Moreover, the formulation presented in this paper enforces the Robin transmission conditions found
in domain decomposition methods [18,19].

Our interest in this work includes analysis of the radiation and scattering properties of doubly periodic structures, which
requires proper truncation of the computational geometry. The finite element method (FEM) often incorporates local trun-
cation techniques such as a simple absorbing boundary condition (ABC) [20] or perfectly matched layer (PML) [21]. Although
computationally efficient, those boundary conditions alter the physical character of the problem. The truncation boundaries
are basically absorbers which often fail to represent the outer space correctly. Particularly, these approaches require the
truncation boundaries to be convex in shape. On the other hand, the boundary element method (BEM) accurately projects
the infinite outer space onto the truncation surface as a boundary condition. Therefore, we use the BEM in this work for
the truncation of a unit cell. In addition, the Ewald transformation [9,22] is adopted for the efficient computation of the peri-
odic Green’s function. The non-conformity of the boundary elements between unit cells is also addressed and a possible solu-
tion is presented.

2. Formulation

2.1. Notation

The tangential surface trace ps and twisted tangential surface trace cs are first defined as
psðviÞ :¼ ni � ðvi � niÞ;
csðviÞ :¼ ni � vi;

ð1Þ
where ni is the outgoing normal on the surface Ci, and the subscript i indicates the location of the evaluation, namely,
vi :¼ vjCi
; ð2Þ
The associated jump operators on C are given by
svtc :¼ n� v� � n� vþ;

svtp :¼ psðv�Þ � psðvþÞ;
ð3Þ
where the superscripts + and � represents exterior and interior sides of the surface C, respectively. The volume and surface
sesqulinear forms are given by
ðw;vÞX :¼
Z

X
w� � vdV ;

hw;viC :¼
Z

C
w� � vdS:

ð4Þ
2.2. Boundary value problem

The problem that we are interested in solving in this paper is depicted in Fig. 1. It corresponds to infinite periodic struc-
tures, such as infinite antenna phased arrays, frequency selective surfaces (FSS), and metamaterials, residing in unbounded
free space. As shown in the figure, we have divided the entire geometry into interior and exterior regions, X and Xex, respec-
Fig. 1. Generic infinite periodic structure: (a) side view and (b) top view.
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tively, and the exterior region is further decomposed into Xð1Þex and Xð2Þex . Let E denote the scattered and total electric field in
the exterior and interior regions, and since we are interested in solving both electromagnetic wave radiation and scattering
with infinite periodic structures, we shall state our boundary value problem (BVP) formally as:
r� 1
lr
r� E� k2

0�rE ¼ �jk0gJimp; in X; ð5Þ

r �r� Ei � k2
0Ei ¼ 0; in XðiÞex i ¼ 1;2; ð6Þ

sEtp ¼ psðEincÞ; on Ci i ¼ 1;2; ð7Þ

s
1
lr
r� Etc ¼ csðr � E incÞ; on Ci i ¼ 1;2; ð8Þ
where �r and lr are the relative permittivity and permeability, respectively, k0 is the wavenumber in free space, g is the
intrinsic impedance, Jimp is the impressed current, and Einc represents the incident electric field. Note also that, in order
for the BVP to be formulated as an infinite periodic problem, we need to insist that material properties, lr and �r , and exci-
tations, Jimp and Einc, are all periodic functions of the form f ðrþmDxxþ nDyyÞ ¼ am

x an
yf ðrÞ, with ax ¼ exp�jk0 sin# cos uDx and

ay ¼ exp�jk0 sin# sinuDy , for any integers m and n. The spherical coordinates # and u are used to describe the scanning direction
of a phased array or the propagation direction of an incident plane wave. Additionally, the scattered field Ei in the exterior
region, XðiÞex, will have to satisfy the radiation condition as jzj ! 1. Hence, the scattered electric field, Ei, and its curl,r� Ei, in

XðiÞex, can be expressed in terms of surface currents (or surface traces), Ji :¼ csðHiÞ and Mi :¼ �csðEiÞ, through the following
representation formulae:
EiðrÞ ¼ �jk0gAðJiÞðrÞ �
jg
k0
rUðJiÞðrÞ þ CðMiÞðrÞ; r 2 XðiÞex i ¼ 1;2; ð9Þ

r � EiðrÞ ¼ �k2
0AðMiÞðrÞ � rUðMiÞðrÞ þ jk0gCðJiÞðrÞ; r 2 XðiÞex i ¼ 1;2: ð10Þ
Similarly, we have also the representation formulae for the total field,
Etotal
i ðrÞ ¼ �jk0gAðJtotal

i ÞðrÞ � jg
k0
rUðJtotal

i ðrÞ þ CðMtotal
i ÞðrÞ; r 2 XðiÞex i ¼ 1;2; ð11Þ

Htotal
i ðrÞ ¼ � jk0

g
AðMtotal

i ÞðrÞ � j
k0g
rUðMtotal

i ðrÞ � CðJtotal
i ÞðrÞ; r 2 XðiÞex i ¼ 1;2: ð12Þ
Obviously, Etotal
i ¼ Ei þ Einc

i ;Htotal
i ¼ Hi þHinc

i ; Jtotal
i ¼ Ji þ Jinc

i and, Mtotal
i ¼Mi þMinc

i .
The potential operators used in (9) and (10) are defined by:
AðviÞðrÞ :¼
Z

Cþ
i

Gðr; r0Þviðr0ÞdS0; r 2 XðiÞex i ¼ 1;2; ð13Þ

UðviÞðrÞ :¼
Z

Cþ
i

Gðr; r0Þr0s � viðr0ÞdS0; r 2 XðiÞex i ¼ 1;2; ð14Þ

CðviÞðrÞ :¼
Z

Cþ
i

r0Gðr; r0Þ � viðr0ÞdS0; r 2 XðiÞex i ¼ 1;2 ð15Þ
and Gðr; r0Þ ¼ exp�jk0 jr�r0 j

4pjr�r0 j is the fundamental solution of the scalar Helmholtz equation in 3D. Moreover, we employ notations Cþi
and C�i to denote the exterior and interior sides of the boundary surface Ci, respectively. The notation rs� is used to denote
the surface divergence operator. We call A and U the single-layered vector and scalar potentials, respectively whereas the
integral C is called the double-layered potential (see [23] for details). Taking the limit of rð2 XðiÞexÞ ! �rð2 CiÞ, the three poten-
tials in (13)–(15) become
lim
rð2XðiÞexÞ!�rð2CiÞ

AðviÞðrÞ ¼ AðviÞð�rÞ ¼
Z

Cþ
i

Gð�r; r0Þviðr0ÞdS0; ð16Þ

lim
rð2XðiÞexÞ!�rð2CiÞ

UðviÞðrÞ ¼ UðviÞð�rÞ ¼
Z

Cþ
i

Gð�r; r0Þr0s � viðr0ÞdS0; ð17Þ

lim
rð2XðiÞexÞ!�rð2CiÞ

CðviÞðrÞ ¼ �
1
2

vi � ni þ pv
Z

Cþ
i

r0Gð�r; r0Þ � viðr0ÞdS0 ¼ �1
2

vi � ni þ CðviÞð�rÞ: ð18Þ
In (18), The notation CðviÞð�rÞ is understood as CðviÞð�rÞ ¼ pv
R
Cþ

i
r0Gð�r; r0Þ � viðr0ÞdS0 and pv stands for principal value.

To derive surface integral equations (SIEs) for surface traces, we take the representation formulae, letting
rð2 XðiÞexÞ ! �rð2 CiÞ, and apply the limits (16)–(18) to result in
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1
2

Mþ
i ð�rÞ ¼ jk0gcsðAðJ

þ
i Þð�rÞÞ þ

jg
k0

csðrsUðJþi Þð�rÞÞ � csðCðM
þ
i Þð�rÞÞ �r 2 Ci; ð19Þ

1
2

Jþi ð�rÞ ¼ �
jk0

g
csðAðM

þ
i Þð�rÞÞ �

j
k0g

csðrsUðMþ
i Þð�rÞÞ � csðCðJ

þ
i Þð�rÞÞ �r 2 Ci: ð20Þ
Moreover, we can apply the same limit to (12) and results in
1
2

Jþ;ti ð�rÞ ¼ Jinc
i ð�rÞ �

jk0

g
csðAðM

þ;t
i Þð�rÞÞ �

j
k0g

csðrsUðMþ;t
i Þð�rÞÞ � csðCðJ

þ;t
i Þð�rÞÞ�r 2 Ci; ð21Þ
where the superscript t denotes the total field.
However, the two SIEs can be further simplified by noting csðCðviÞÞð�rÞ ¼ 0 for planar Ci, which is the case here. We shall

use the second of these two SIEs to form the needed Dirichlet to Neumann (DtN) condition. Since Jþi ¼ J�i � Jinc
i and

Mþ
i ¼M�

i �Minc
i , after substitution into (20), we have
1
2

J�i ð�rÞ ¼ �
jk0

g
csðAðM

�
i Þð�rÞÞ �

j
k0g

csðrsUðM�
i Þð�rÞÞ þ Jinc

i : ð22Þ
In reaching (22), we have employed the following relation.
1
2

Jinc
i ð�rÞ ¼

jk0

g
csðAðM

inc
i Þð�rÞÞ þ

j
k0g

csðrsUðMinc
i Þð�rÞÞ: ð23Þ
Eq. (23) is the direct consequence of (21) for the special case where the scattered fields are zero, and therefore, the total fields
are the same as the incident fields.

Finally, we are able to write the BVP only with respect to the interior region, X, as:
r� 1
lr
r� E� k2

0�rE ¼ �jk0gJimp; in X ð24Þ

csðEÞ ¼ 0; on CPEC ð25Þ
1
2
cs

1
lr
r� EjCi

� �
¼ �k2

0csðAðMiÞÞ � csðrUðMiÞÞ þ csðr � EincjCi
Þ: on Ci i ¼ 1;2: ð26Þ
2.3. BVP for unit cell

For an infinite periodic structure, one can consider only the unit cell, eX, as the problem domain as shown in Fig. 2. In this
case, the DtN mapping can be written using the field of the unit cell as
1
2
cs

1
lr
r� EjCi

� �
¼ �k2

0csðApðM�
i ÞÞ � csðrUpðM�

i ÞÞ þ csðr � EincjCi
Þ; ð27Þ
with
ApðvÞ ¼
Z

Ci
þ

Gpðr; r0Þvðr0ÞdS0;

UpðvÞ ¼
Z

Ci
þ

Gpðr; r0Þrs � ðvðr0ÞÞdS0:
ð28Þ
Fig. 2. Unit cell of a generic periodic structure.
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In (28), the periodic Green’s function Gp is used to represent the repetition of the surface Ci, which is the restriction of the
surface Ci in the unit cell, and the evaluation of Gpðr; r0Þ using the Ewald transformation will be briefly given in Section 2.6.

The boundary conditions on Cm and Cs, the master and slave boundaries, respectively, should also be established.
Through the Floquet theorem, the relationship between Emð� psðEjCm

ÞÞ and Esð� psðEjCs
ÞÞ can be described as
Em ¼ aEs; ð29Þ
where the phase shift from Cs to Cm in the unit cell is expressed in a as
a ¼ e�jkt �q; ð30Þ

with
kt ¼ k0 sin# cos ux̂þ k0 sin# sin uŷ: ð31Þ

As mentioned earlier, the spherical coordinates # and u are used to describe the scanning direction of a phased array or the
propagating direction of an incident plane wave. The Dirichlet and Neumann boundary conditions on Cm or Cs can now be
described as
psðEmÞ ¼ apsðEsÞ;

cs
1
lr
r� Em

� �
¼ �acs

1
lr
r� Es

� �
:

ð32Þ
Finally, we state the BVP within the unit cell formally
r� 1
lr
r� E� k2

0�rE ¼ �jk0gJimp; in eX; ð33Þ

csðEÞ ¼ 0; on CPEC; ð34Þ
psðEmÞ ¼ apsðEsÞ; on Cp; ð35Þ

cs
1
lr
r� Em

� �
¼ �acs

1
lr
r� Es

� �
; on Cp; ð36Þ

1
2
cs

1
lr
r� EjCi

� �
¼ �k2

0csðApðM�
i ÞÞ � csðrUpðM�

i ÞÞ þ csðr � EincjCi
Þ; on Ci; ð37Þ
where Cp is introduced for the interface between the unit cells, and as a result Cm and Cs are either side of Cp.

2.4. Interior penalty formulation

2.4.1. General Galerkin weak statement
Before we move onto the Galerkin procedure, it would be beneficial to categorize the electromagnetic quantities into four

forms as
0 - form ðassociated with pointÞ /;

1 - form ðassociated with lengthÞ E;H;
2 - form ðassociated with areaÞ D;B; J;M;

3 - form ðassociated with volumeÞ q:
From a physical point of view, a proper dual pairing results in an energy density (or power density) such as
q/;E � D;H � B;E � J or H �M. In the energy densities, one can easily find that a p form pairs with a 3-p form. The testing pro-
cedure herein will closely follow this rule.

As usual, the solution E resides in the function space Hðcurl; eXÞ ¼ fvjv;r� v 2 ðL2ðeXÞÞ3g. To begin the interior penalty
formulation, we start by stating that there will be four residuals associated with any given trial electric field
u 2 Hðcurl; eXÞ, based on the BVP. They are:
Residuals
 Physical meanings
Rð1ÞeX ðuÞ :¼ r� 1
lr
r� u� k2

0�ruþ jk0gJimp
 �jk0gJerr ,
 (38)
Rð2ÞCp
ðuÞ :¼ psðumÞ � apsðusÞ
 n�Merr

p ,
 (39)
Rð3ÞCp
ðuÞ :¼ cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �

�jk0gJerr

p ,
 (40)
Rð4Þ
Ci
ðuÞ :¼ cs

1
lr
r� ui

� �
þ 2k2

0cs ApðMu
i Þ

� �
þ 2csðrsUpðMu

i ÞÞ � 2csðr � Einc
i Þ
 �jk0gJerr

i ,
 (41)
where Mu
i ¼ �csðuiÞ. The physical meanings of these four residuals, as indicated in (38)–(41), are: Rð1ÞeX ðuÞ is the volume error

current (multiplied by scalar coefficient �jk0g) to support the difference between the trial electric field u and the exact
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solution E; Rð2ÞCp
ðuÞ and Rð3ÞCp

ðuÞ are the surface error magnetic current (Merr
p with a rotation n�) and the surface error electric

current ð�jk0gJerr
p Þ to maintain the discontinuities between the surface electric fields psðumÞ and apsðusÞ, and the surface

magnetic fields csðr � ujCm
Þ and �acsðr � ujCs

Þ, on the periodic boundary, Cp, respectively. Similarly, the residual Rð4Þ
Ci
ðuÞ

on the mesh truncation boundary Ci has the physical meaning of �jk0gJerr
i , with Jerr

i being the error surface current needed
to support the discontinuity between cs

1
lr
r� ui

� �
and the exterior trace csðr � ujCi

þ Þ, described by (8).
Hence, by following the power density argument presented earlier, we pair Rð1ÞeX ðuÞ with an arbitrary test electric field

v 2 Hðcurl; eXÞ;Rð2ÞCp
ðuÞ with the average test surface electric current, 1

2 cs
1
lr
r� vm

� �
� acs

1
lr
r� vs

� �� �
;Rð3ÞCp

ðuÞ with the

average test surface electric field, 1
2 ðpsðvmÞ þ apsðvsÞÞ, and, lastly, Rð4Þ

Ci
ðuÞ with the test surface electric field, psðviÞ to form

inner products. By summing these inner products, weighted with different scalar coefficients (to be determined later), we are
ready to formally state our Galerkin weak formulation:

Find u 2 Hðcurl; eXÞ such that
ðv;Rð1ÞeX ðuÞÞeX þ c1
1
2

cs
1
lr
r� vm

� �
� acs

1
lr
r� vs

� �� �
;Rð2ÞCp

ðuÞ
� 	

Cp

þ c2
1
2
ðpsðvmÞ þ apsðvsÞÞ;Rð3ÞCp

ðuÞ
� 	

Cp

þ
X2

i¼1

c3hpsðviÞ;Rð4ÞCi
ðuÞiCi

¼ 0: ð42Þ
8v 2 Hðcurl; eXÞ
The justification of the interior penalty formulation lies in the fact that each residual is tested either by independent test-

ing functions or on different manifolds. For example, with v 2 Hðcurl; eXÞ, we have
cs
1
lr
r� vm

� �
2 ðL2ðCmÞÞ2 and;

psðvmÞ 2 H�
1
2ðcurlC;CmÞ:

ð43Þ
By insisting Eq. (42) holds true for any vector testing function v 2 Hðcurl; eXÞ, the resulting Euler–Lagrange equations recovers
the original BVP (33)–(37). See Ref. [15] for details.

Moreover, in the interior penalty formulation, we are offered the possibility of including additional inner products, related
to the jumps of electric and magnetic traces on the periodic boundary Cp. Namely, we may include
hpsðvmÞ � apsðvsÞ;
1
Zp
ðpsðu mÞ � apsðusÞÞiCp

; ð44Þ
and
hcs
1
lr
r� v m

� �
þ acs

1
lr
r� vs

� �
; Zp cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �
iCp

ð45Þ
with Zp ¼
ffiffiffiffiffiffi
lr;p

�r;p

q
indicating an average relative impedance for Cp, where lr;p and �r;p are the average relative permeability and

permittivity on Cp, respectively. Again, (44) and (45) are of the physical significance of dissipation power density. Adding
these two terms into (42), we have a very general Galerkin weak formulation for solving the BVP within the unit cell
(33)–(37):

Find u 2 Hðcurl; eXÞ such that
ðv;Rð1ÞeX ðuÞÞeX þ c1
1
2

cs
1
lr
r� vm

� �
� acs

1
lr
r� vs

� �� �
;Rð2ÞCp

ðuÞ
� 	

Cp

þ c2
1
2
ðpsðvmÞ þ apsðvsÞÞ;Rð3ÞCp

ðuÞ
� 	

Cp

þ
X2

i¼1

c3hpsðviÞ;Rð4ÞCi
ðuÞiCi

þ phpsðvmÞ � apsðvsÞ;
1
Zp
ðpsðumÞ � apsðusÞÞiCp

þ q cs
1
lr
r� vm

� �
þ acs

1
lr
r� vs

� �
; Zp cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �� 	
Cp

¼ 0: ð46Þ
8v 2 Hðcurl; eXÞ
2.4.2. Choice of coefficients

In general, the choices of c1; c2; c3, p and q can be determined via considerations of accuracy or convenience. The choice of

c3 in this work is due to the latter consideration, where we choose c3 ¼ �1 to remove psðviÞ; cs
1
lr
r� ui

� �D E
Ci

which appears

in the fourth inner product term of (46). To view this clearly, consider the inner products ðv;Rð1ÞeX ðuÞÞeX and hpsðviÞ;Rð4ÞCi
ðuÞiCi

.
After applying the Green’s identities, ðv;Rð1ÞeX ðuÞÞeX becomes
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ðv;Rð1ÞeX ðuÞÞeX ¼ ðr � v;
1
lr
r� uÞeX � k2

0ðv; �ruÞeX þ jk0gðv; JimpÞeX þ psðvmÞ; cs
1
lr
r� um

� �� 	
Cm

þ psðvsÞ; cs
1
lr
r� us

� �� 	
Cs

þ
X2

i¼1

psðviÞ; cs
1
lr
r� ui

� �� 	
Ci

: ð47Þ
Now expanding hpsðviÞ;Rð4ÞCi
ðuÞiCi

,

hpsðviÞ;Rð4ÞCi
ðuÞiCi

¼ psðviÞ; cs
1
lr
r� ui

� �� 	
Ci

þ hpsðviÞ;2k2
0csðApðMu

i ÞÞiCi
þ hpsðviÞ;2csðrsUpðMu

i ÞÞiCi

� hpsðviÞ;2csðr � Einc
i ÞiCi

: ð48Þ
Obviously, by choosing c3 ¼ �1, the inner product psðviÞ; cs
1
lr
r� ui

� �D E
Ci

will disappear.

The choice of c1 and c2 is due to consideration of symmetry in this work. However, symmetric matrix equations are ob-
tained only when a ¼ 1. Otherwise, the matrices will be neither symmetric nor hermitian due to the periodic Green’s func-
tion. Nevertheless, our numerical experiments indicate that the choice of c1 and c2 herein results in the optimal rate of
convergence, which will be shown later. To decide the coefficients, the second and the third inner products in (46) are ex-
panded as
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where a ¼ 1 is already assumed. Examining (47), (49) and (50), it can be found that c1 ¼ 1 and c2 ¼ �1 result in the following
inner products on the periodic boundary:
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The symmetry is clearly observed in (51), where the jump of the surface electric field is paired with the average of
the test surface electric current and the average of the surface electric current is paired with the jump of the test
surface electric field. These pairs (with the same sign) can be easily found in symmetric interior penalty (SIP) meth-
ods [17,24].

Lastly, the parameters p and q can be chosen to weakly enforce ‘‘transmission conditions” (TCs) [18,19] on the
periodic boundary, Cp. Following the study in [18,19], we set p and q to impose Robin type transmission conditions
on Cp. Rearranging the terms relating Cp in (46), and using the previously chosen coefficients c1 ¼ 1; c2 ¼ �1 and
c3 ¼ �1,



S.-C. Lee et al. / Journal of Computational Physics 229 (2010) 4934–4951 4941
cs
1
lr
r� vm

� �
; ðpsðumÞ � apsðusÞÞ þ 2qZp cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �� 	
Cm

¼ 0; ð52Þ

cs
1
lr
r� vs

� �
; ðpsðumÞ � apsðusÞÞ � 2qZp cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �� 	
Cs

¼ 0; ð53Þ

psðv mÞ;
2p
Zp
ðpsðumÞ � apsðusÞÞ � cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �� 	
Cm

¼ 0; ð54Þ

psðvsÞ;
2p
Zp
ðpsðu mÞ � apsðusÞÞ þ cs

1
lr
r� um

� �
þ acs

1
lr
r� us

� �� �� 	
Cs

¼ 0: ð55Þ
To enforce the Robin transmission conditions used in [19];
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the coefficients p and q are chosen to be p ¼ jk0
2 and q ¼ � 1

2jk0
. Note that through (52)–(55) the transmission conditions (56)

and (57) are tested twice by test surface electric current and test surface electric field, respectively. These testings enlarge
the testing space into ðL2ðCpÞÞ3, which is desirable since the function space of (56) and (57) is also in ðL2ðCpÞÞ3.

Finally, (46) can be rewritten using the coefficients found in this section and the Green’s identity as
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Let us introduce a sesquilinear form, aðv;uÞ with both the trial and test functions, u and v in Hðcurl; eXÞ, and write our Galer-
kin statement as:

Find u 2 Hðcurl; eXÞ such that
aðv;uÞ ¼ f ðvÞ; 8v 2 Hðcurl; eXÞ ð59Þ
with
aðv;uÞ ¼ ðr � v;
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and
f ðvÞ ¼ �jk0gðv; J impÞeX þ 2
X2

i¼1

hpsðviÞ; csðr � EincÞiCi
: ð61Þ
2.4.3. Euler–Lagrange differential equation
Assuming that the weak solution u in Eq. (59) is smooth enough to permit the necessary integration by parts, we can re-

write (58) into the following form:
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Since Eq. (62) holds true for all v 2 Hðcurl; eXÞ, subsequently, we have the following Euler–Lagrange equations in eX and
boundary conditions on Cp and Ci; i ¼ 1;2:
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About Eq. (63), we should make three remarks:

1. It is obvious that Eq. (63) is equivalent to the BVP described in (33)–(37) for the unit cell;
2. However, in (63), we have replaced the more conventional Dirichlet and Neumman type boundary conditions in (35) and

(36) with the Robin type boundary conditions. In the finite dimensional discretizations, this strategy proves beneficial as
shown in references [18,19]. We shall also elaborate this point further in the numerical results section;

3. In this exercise, we have also realized that through the choices of coefficients, p and q, in the IP formulation, different
types of transmission conditions can be readily incorporated.

2.5. Constraints on the corner edges

The boundary integrals (over Ci) in (58) still need to be addressed further. Note that, in its current form, the second term,
hpsðviÞ; csðrsUpðMiÞÞiCi

, will not be symmetric and is also not very convenient for implementation. To mitigate these diffi-
culties, we shall perform integration by part, and write
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with Uu
p;mðrÞ and Uu

p;sðrÞ denote Uu
pðrÞ with r 2 Ci

T
Cm and r 2 Ci

T
Cs, respectively. Moreover, the scalar potential, UpðMu

i Þ is
periodic and hence it satisfies the periodic relationship Up;mðMu

i ÞðrÞ ¼ aUp:sðMu
i Þðrþ DÞ, where D is either Dxx or Dyy. Hence,

the contour integrals in (64) can be combined to give the following expression:
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Then, it is clear that in order for the contour integrals to vanish, we shall have to impose the periodic constraint, on both the
trial and test fields, psðumÞjCi

T
Cm
¼ apsðusÞjCi

T
Cs

. Consequently, the Galerkin statement in (59) needs to be modified
slightly to reflect this constraint. Namely,
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Find u 2 X � Hðcurl; eXÞ such that aðv;uÞ ¼ f ðvÞ; 8v 2 X
and the function space X is defined as:
X :¼ fv 2 Hðcurl; eXÞ;psðvmÞjCi

T
Cm
¼ apsðvsÞjCi

T
Cs
g: ð66Þ
2.6. Periodic Green’s function

In this section, we briefly discuss the expression for the periodic Green’s function used in this work. Assume that the
boundary element surface Ci is flat and resides on x–y plane. Moreover, the periodicity in x and y-directions are Dx, and
Dy, respectively. Subsequently, we employ the following Ewald transformation for fast evaluations of the periodic Green’s
function [22,9]:
Gpðr; r0Þ ¼ Gp1ðr; r0Þ þ Gp2ðr; r0Þ; ð67Þ
where
Gp1ðr; r0Þ ¼
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2Eopt

� �
;

Gp2ðr; r0Þ ¼
X1

m¼�1

X1
n¼�1

e�jkt �qmn
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þ e�jk0Rmn erfc RmnEopt þ

jk0

2Eopt

� � � ð68Þ
In (68), A is the area of Ci, and
qmn ¼ mDxxþ nDyy; ð69Þ
Rmn ¼ jr� r0 � qmnj; ð70Þ

ktmn ¼ kt þ
2pm

Dx
xþ 2pn

Dy
y; ð71Þ

kzmn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k2

0 � kt � kt

q
; ð72Þ

Eopt ¼
ffiffiffiffiffiffiffi
2p
A

r
: ð73Þ
The complementary error function ‘‘erfc” is also defined as.
erfcðxÞ ¼ 2ffiffiffiffi
p
p

Z 1

x
e�u2

du: ð74Þ
3. Finite dimensional implementation

3.1. Discrete Galerkin formulation

In the practical implementation, we shall first partition the unit cell domain eX into a finite element mesh, eXh, which is
formed with tetrahedral elements, K. Assuming that the tetrahedral mesh is regular, namely, the tetrahedral elements are
similar and with the largest diameter of h. A popular set of curl-conforming basis functions is the Nédélec elements, and
in this work, we have adopted the first type of Nédélec elements. Particularly, we have employed the N I

1 (see reference
[25]) basis functions.

We are now ready to state formally our discrete Galerkin formulation as:
Find uh 2 Xh � Vh such that aðvh;uhÞ ¼ f ðvhÞ;8v 2 Xh:
where the two finite dimensional subspaces are defined as:
Vh ¼ fvh 2 Hðcurl; eXÞ;vhjK;r� vhjK 2 ðP
1ðKÞÞ3g;

Xh ¼ fvh 2 Vh;

Z
Ci

T
Cm

ðwh
i;m � t̂Þððvi;m � avi;sÞ � t̂Þdl ¼ 0;8wh 2 Vhg; ð75Þ
where P1ðKÞ is the set of linear polynomials defined in the element K.

3.2. Preconditioner

In this work, hierarchical higher order basis functions ðp ¼ 2Þ are used. Therefore, the matrix resulting from (59) (denoted
A herein) can be partitioned in terms of the basis order as
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A ¼
A11 A12

A21 A22

 �
: ð76Þ
Through this partition, p-type multiplicative Schwarz preconditioner (pMUS) [26,27] can be applied in the solution process.
A 2� 2 matrix can be written in a product form as
A ¼
A11 A12

A21 A22

 �
¼

I1 0
A21A�1

11 I2

 �
A11 0
0 A22 � A21A�1

11 A12

 �
I1 A�1

11 A12

0 I2

" #
; ð77Þ
and its inverse can be easily found as
A�1 ¼ I1 �A�1
11 A12

0 I2

" #
A�1

11 0

0 A22 � A21A�1
11 A12

� ��1

24 35 I1 0
�A21A�1

11 I2

 �
: ð78Þ
The above expression involves inversion of the first order block ðA11Þ and the Schur complement ðS ¼ A22 � A21A�1
11 A12Þ. For an

efficient computation, we first approximate the Schur complement by S 	 A22, and secondly perform incomplete LU (ILU)
factorization of the sub-blocks A11 and A22. Namely,
A11 ¼fL1
fU1 þ E1; kE1k 6 10�6; ð79Þ

A22 ¼fL2
fU2 þ E2: kE2k 6 10�3: ð80Þ
Finally, the pMUS preconditioner M�1 can be constructed as
M�1 ¼ I1 �ðeL1
eU1Þ�1A12

0 I2

" #
ðeL1
eU1Þ�1 0

0 ðeL2
eU2Þ�1

" #
I1 0

�A21ðeL1
eU1Þ�1 I2

 �
: ð81Þ
This preconditioner can be efficiently applied in each iteration of an iterative solver without an explicit assembly process.
Also, the efficiency and the effectiveness of the pMUS preconditioner can be observed in [26,27].

4. Numerical examples

Throughout the numerical studies presented herein this section, the average relative impedance for the periodic bound-
ary, Cp, is set to be Zp ¼ 1.
Fig. 3. The error rate-of-convergence of the solution with the mesh refinement.
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4.1. Convergence study

The convergence of the solution with the mesh refinement was measured for an empty unit cell. A plane wave incident
field was imposed for convenient computation of the exact solution. In Fig. 3, the square of the norm of the electric field error
is plotted versus the number of unknowns. The numerical errors (with p ¼ 2) in the h-version of mesh refinements for clas-
sical finite element method is proportional to Oðh4Þ ¼ O N�

4
3

� �
, and a corresponding slope is also plotted in Fig. 3 for the com-

parison. Obviously, an optimal rate of convergence is achieved by the proposed method with the choice of the coefficients
discussed in Section 2.4.2.
4.2. Patch antenna array

For verification of the proposed method, an infinite microstrip patch array was analyzed. The unit cell geometry is shown
in Fig. 4. This problem was previously analyzed by Pozar and Schaumbert in [6] and McGrath and Pyati in [8]. For each scan-
ning direction, the normalized active reflection coefficient was computed through
Fig. 4. The unit cell geometry of a microstrip patch array.

Fig. 5. The active reflection coefficient of a microstrip patch array for E-plane scanning.
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Rð#;uÞ ¼ Zinð#;uÞ � Zinð0; 0Þ
Zinð#;uÞ þ Zinð0; 0Þ

���� ����: ð82Þ
By the normalization, the matching network for the broadside scan is numerically realized. Fig. 5 shows the active reflection
coefficients versus E-plane (x–z plane) scanning. The figure shows reasonable agreement between previous works [6,8] and
the proposed method.

The convergence of the iterative solver is also studied in this example. The generalized conjugate residual (GCR) method
is used as an iterative solver in this work, and the convergence behavior of the Robin type TC used in this paper is compared
to the classical Dirichlet and Neumann type TC. As indicated in Section 2.4.3, the choice of the coefficients in Section 2.4.2
Fig. 6. The convergence of GCR by different TCs for broadside scanning of a microstrip patch array.

Fig. 7. The unit cell geometry of a ultra wide band antenna array.
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results in a Robin TC, whereas p ¼ 0 and q ¼ 0 result in a Dirichlet and Neumann type TC. For the broadside scanning, the
convergence by each TC was obtained and plotted in Fig. 6. The benefit of the Robin TC is clearly demonstrated by this
experiment.

4.3. Ultra wide band antenna array

The next example is an ultra wide band antenna array. The design concept of this antenna is given in [1] where the dipole
elements are configured to operate at broad range of frequencies. The geometry of the unit cell is shown in Fig. 7 and the
detailed dimensions can be found in Fig. 8. Two orthogonal sets of dipoles loaded with finger capacitors are fed by the feed
organizer (see [1] Chapter 10). In this work, a simplified feed organizer model is used as shown in Fig. 9, which consists of
four coaxial transmission lines sharing a common ground, and providing the improved matching explained in [1]. One dipole
element in the unit cell was excited at the frequencies in 2–20GHz, and the broadside radiation was considered in this sim-
ulation. The electric field magnitude at 10 GHz is shown in Fig. 10. The input impedances normalized to 100 X at the oper-
ating frequency range were computed and plotted on the Smith chart in Fig. 11. In the figure, the result from the HFSS is also
provided for the comparison, and reasonable agreement between proposed method and the HFSS can be observed.

4.4. Meander line polarizer

In this section, a meander line polarizer [1] is analyzed. This polarizer converts a linearly polarized wave into a circularly
polarized wave. The unit cell geometry is presented in Fig. 12, and the details of the geometrical configuration can be found
Fig. 8. The dimensions of the ultra wide band antenna in the unit cell (the unit is mm): (a) top view and (b) side view.

Fig. 9. The feed organizer: (a) 3D view and (b) cross section of each coaxial transmission line. (mm in unit)



Fig. 10. The electric field distribution in the unit cell of a ultra wide band antenna array at 10 GHz.

Fig. 11. S-parameters of the ultra wide band antenna array: (a) proposed method and (b) HFSS.
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in Fig. 13. The incident wave was imposed on one side of the geometry, and the transmitted field was measured on the other
side. The incident field is linearly polarized, and therefore the transmitted field is expected to be circularly polarized. To ob-
serve the circular polarization, the transmitted field was decomposed into co-polarized and cross-polarized components, and
the magnitude and phase between two components were compared. For a circularly polarized field, the magnitude ratio
should be one while the phase difference should be 90�. The lowest, TE00, Floquet mode was imposed as the incident field



Fig. 12. The unit cell geometry of a meander line polarizer.

Fig. 13. The dimensions of the meander line in the unit cell: (a) center meander line; (b) outer meander line; and (c) side view.
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along with the incident angle h ¼ 0
; 45
 and 60
 ð/ ¼ 45
Þ. The simulation result is shown in Fig. 14, where the circularly
polarized field can be expected up to the frequency 8.5 GHz regardless of the incident angle.



Fig. 14. The comparison of the transmitted co-polarized and cross-polarized fields: (a) magnitude ratio and (b) phase difference in degree.
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5. Conclusions

A finite element/boundary element method for periodic structures was proposed. The formulation was derived through
an interior penalty approach, which allowed non-periodic meshes for the discretization of the unit cell. Additional Dirichlet
conditions were added for the non-conformity of the boundary elements between the adjacent unit cells. The acceleration of
the boundary element assembly was achieved by the efficient computation of the periodic Green’s function through the
Ewald transformation. The formulation was shown to provide an optimal rate of convergence in the solution. The Robin
transmission conditions were shown to give improved iterative solver convergence over a formulation with simple Dirichlet
and Neumann boundary conditions.
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